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Session Objectives

— What is Kubernetes

— IBM and Red Hat OpenShift Positioning

— OpenShift Installation Architecture

— Why Power?

— The IBM Technical University Labs for 3.11

— 3.11 Installation - Things to Know

— Demo Web Console Walkthrough

• Sign up for GitHub 

• Login to GitHub, fork a copy of a ruby repository, to your account

• Login to your OpenShift cluster

• Create Ruby project, and a a Ruby application, build, and deploy

• git clone your ruby repository to you server command line

• Make modifications

• git commit

• git push modified repository back to your github account

• rebuild and automatic redeploy

• refresh browser, see your modifications
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Session Objectives

— Kubernetes Fundamentals

— Kubernetes Maintaining Application Health
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• Kubernetes - Manages containerized workloads in a cluster of nodes; an Orchestrator

• Red Hat OpenShift nodes in a cluster

• Master

• Infra

• Compute

• etcd

• lb (load balancer, a non-production ha-proxy service)

• Single node "all-in-one" deployment is possible for PoC

• Production cluster needs "HA" configuration, odd number of masters

• I folded etcd onto my masters

• Manages container workloads you deploy in the cluster

• You set the number of replicas in the container deployment

• Assures the number of instances you specify are always kept running

• Supports x86 and Power workloads - (OCP separate cluster for each, ICP all in single cluster)

• Docker Swarm?  Works fine, but there is a lot of momentum behind Kubernetes. Many products embed Kubernetes

4

What is Kubernetes
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• IBM has ANNOUNCED IBM Cloud Private with OpenShift, the ICP catalog on the OpenShift stack. 
https://www.ibm.com/support/knowledgecenter/en/SSBS6K_3.1.2/supported_environments/openshift/overview.html

• Red Hat OpenShift 3.10 for POWER 5639-OCP (October 2018)
https://www-01.ibm.com/common/ssi/ShowDoc.wss?docURL=/common/ssi/rep_ca/1/897/ENUS218-
391/index.html&lang=en&request_locale=en

• Red Hat OpenShift 3.11 for POWER 5639-OCP (April 2019)
https://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS219-104&appname=USN

• OpenShift 4.1 on x86 June 5, 2019

• OpenShift 4.2 on x86 October 16, 2019

• OpenShift 4.3 on Power target 1Q20

• OpenShift Cluster is all Power, or all x86 instances; No "hybrid" cluster today 4Q19

Red Hat OpenShift Positioning

https://www.ibm.com/support/knowledgecenter/en/SSBS6K_3.1.2/supported_environments/openshift/overview.html
https://www-01.ibm.com/common/ssi/ShowDoc.wss?docURL=/common/ssi/rep_ca/1/897/ENUS218-391/index.html&lang=en&request_locale=en
https://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS219-104&appname=USN
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Cloud Pak for
Multicloud Management

Multicloud visibility, 
governance, and 

automation 

IBM containerized
software

Container platform

Runs on choice of IBM Power 
Systems Infrastructure-as-
a-Service (IaaS)

Bare-metal

RH OpenShift 3.11 

Cloud Paks and Red Hat OpenShift on Power Systems

Available 

Now on 3.11

Operational services

Cloud Pak for
Data*

Collect, organize, and 
analyze data

IBM containerized
software

Container platform

RH OpenShift 4.x 

Operational services

Cloud Pak for 
Applications

Build, deploy and run 
applications

IBM containerized
software

Container platform

RH OpenShift 4.x 

Operational services

Cloud Pak for 
Integration

Integrate applications, 
data, cloud services,

and APIs

IBM containerized
software

Container platform

RH OpenShift 4.x

Operational services

Cloud Pak for
Automation

Transform business 
processes, decisions,

and content

IBM containerized
software

Container platform

RH OpenShift 4.x

Operational services

Cloud Pak for
Security

Connect security data, 
tools, and teams

IBM containerized
software

Container platform

RH OpenShift 4.x

Operational services

1Q plan for 

Power on 4.x

2Q plan for 

Power on 4.x
2Q plan for 

Power on 4.x

2Q plan for 

Power on 4.x
2Q plan for 

Power on 4.x



OpenShift Installation Architecture
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x86 IBM Power
• At OpenShift V3, Masters could be either

RHEL RPM install

Red Hat Atomic; container based OS

• Red Hat Acquired CoreOS Jan 2018 to 

replace Atomic

• Openshift 4, Red Hat requiring all Masters 

to be CoreOS; They seek to manage code 

levels on the Masters

• Compute nodes, your choice -

RPM  or CoreOS

• RHEL on Power, always RPM install only;

never was Atomic for Power

• Have not heard if there is a CoreOS plan for 

POWER, or not; watch this space

Preview OpenShift 4

https://try.openshift.com

https://try.openshift.com/
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• You might have other container workloads for Power, besides IBM Cloud Paks

• OCP 3.11 Is still actively maintained - the versioning shows this

-rw-r--r--. 1 root root 529828 Dec 13  2018 openshift-ansible-3.11.51-2.git.0.51c90a3.el7.noarch.rpm
-rw-r--r--. 1 root root 532300 Jan 10  2019 openshift-ansible-3.11.59-1.git.0.ba8e948.el7.noarch.rpm
-rw-r--r--. 1 root root 536108 Jan 30  2019 openshift-ansible-3.11.69-1.git.0.2ff281f.el7.noarch.rpm
-rw-r--r--. 1 root root 541944 Feb 20  2019 openshift-ansible-3.11.82-3.git.0.9718d0a.el7.noarch.rpm
-rw-r--r--. 1 root root 546104 Mar 14  2019 openshift-ansible-3.11.92-1.git.0.f2fade7.el7.noarch.rpm
-rw-r--r--. 1 root root 548920 Apr 11  2019 openshift-ansible-3.11.98-1.git.0.3cfa7c3.el7.noarch.rpm
-rw-r--r--. 1 root root 552124 Jun  6 16:09 openshift-ansible-3.11.104-1.git.0.379a011.el7.noarch.rpm
-rw-r--r--. 1 root root 560060 Jun 26 16:14 openshift-ansible-3.11.123-1.git.0.db681ba.el7.noarch.rpm
-rw-r--r--. 1 root root 561908 Jul 23 16:38 openshift-ansible-3.11.129-1.git.0.11838de.el7.noarch.rpm
-rw-r--r--. 1 root root 563684 Aug 13 16:58 openshift-ansible-3.11.135-1.git.0.b7ad55a.el7.noarch.rpm
-rw-r--r--. 1 root root 565732 Oct  3 11:03 openshift-ansible-3.11.141-1.git.0.a7e91cd.el7.noarch.rpm
-rw-r--r--. 1 root root 567640 Oct  3 11:04 openshift-ansible-3.11.146-1.git.0.fcedb45.el7.noarch.rpm
-rw-r--r--. 1 root root 570540 Oct 18 16:04 openshift-ansible-3.11.153-2.git.0.ee699b5.el7.noarch.rpm

• Workload density - more workloads on Power, at likely lower price than x86

Is OpenShift 3.11 on Power still Relevant?



Improved Container Density 
at Lower Solution Price

1.96X
Price-Performance

IBM Power   

S822LC for BD
(20-core, 512GB)

HP 

DL380
(24-core, 512GB)

Server price
-3-year warranty

$18,080 $26,711

System Cost
-Server + WAS Liberty ND Annual 

Subscription @ $4,606 per core (3yrs)

$110,200 $137,255

Total Throughput (tps) 48,780 33,420

Number of containers 120 76

$/container $919/container $1,805/container
1.96X 
better

Acme Air

Open source Docker
containers

Websphere Application 
Server Liberty Profile

•Results are based on IBM internal testing of single system and OS image running with Acme Air work load (https://github.com/acmeair) on a private network with a dedicated JMETER driver machine and dedicated MongoDB server machine: One MongoDB instance per 8 WAS containers. Each WAS container was bound to a full core to run with 20 users and a 25ms think time between transactions. The number of containers were increased for each 

system until average throughput dropped below 400 transactions/second or latency exceeded 25ms.  Tests were run on November 29th, 2016.  Individual results will vary depending on individual workloads, configurations and conditions.  IBM Power System S822LC for Big Data; 20 cores /  160 threads, POWER8; 2.92GHz, kernel 4.4.0-12-generic, CPU frequency governor of performance, and hardware prefetch disabled.   HP Proliant DL380, 24 

cores / 48  threads; Intel E5-2650 v4;  2.2 GHz; CPU frequency governor of performance, and hardware prefetch disabled.  Both configurations ran Ubuntu 16.04, had 512 GB memory, included 1TB SATA 7.2K rpm HDD, 10 Gb 4-port, 1 x 16gbps FCA; Websphere Application Server V9.0 Liberty profile;Java options: -Xmx512m -Xms512m -Xgcthreads8 -Xnocompactgc -Xnoclassgc -Xconcurrentlevel0 –Xdisableexplicitgc; Open source Docker 

Version: 1.12.0 / API :  1.24 / Go : 1.6.3; Docker storage driver: overlay2 and aufs had similar results.  Pricing is based on: S822LC for Big Data http://www-03.ibm.com/systems/power/hardware/linux-lc.html and HP DL380 https://h22174.www2.hp.com/SimplifiedConfig/Index  on December 7th, 2016.  Pricing for Websphere Application Server based on 20% discount from Passport Advantage pricing on: https://www-

01.ibm.com/software/passportadvantage/pao_customer.html on December 7th, 2016

1.45X
Throughput

per Server

1.57X
Containers

per Server

WebSphere Application Server V9 Liberty on IBM Power S822LC for BD with open source Docker delivers 1.57X 
more containers and 1.96X better price-performance than Intel Xeon E5-2650 v4 Broadwell

Modernization: WAS Liberty and Db2

Why Power for Containers?



Reduce operating costs with Power L922 Server running IBM Cloud Private
1.66X price-performance per rack unit over tested Intel Xeon SP Gold 6130 servers (Skylake)
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1. Based on IBM internal testing of a VM image running the Acme Air workload (https://github.com/acmeair) with containers bound to a socket including a MongoDB microservice. Results valid as of 3/17/18. and conducted under laboratory condition with 

speculative execution controls to mitigate user-to-kernel and user-to-user side-channel attacks on both systems, individual result can vary based on workload size, use of storage subsystems & other conditions.

2. IBM Power  L922 (2x8-core/3.4 GHz/256 GB memory) 2 x 600GB SATA 7.2K rpm LFF HDD, 10 Gb two-port, 1 x 16gbps FCA, EDB Postgres Advanced Server 10, RHEL 7.4 with PowerVM (2partitions@8-cores each), 

3. Competitive stack: 2-socket Intel Xeon Skylake Gold 6130 (2x20-core/2.1 GHz/256 GB memory), 2 x 600GB SATA 7.2K rpm LFF HDD, 1 Gb two-port, 1 x 16gbps FCA , RHEL 7.4, KVM (2 VMs@16-cores each)

4. Pricing is based on Power L922 http://www-03.ibm.com/systems/power/hardware/linux-lc.html, Typical industry standard x86 pricing https://www.synnexcorp.com/us/govsolv/pricing/

5. IBM software pricing for ICP Cloud Native VPC Monthly Subscription . 

IBM Cloud 

Private
IBM Power L922

(16-core, 256GB, 2 VMs)

Intel Xeon SP based 

2-socket server
(32-core, 256GB, 2 VMs)

Server price 2,3,4

-3-year warranty
$25,932 $29,100

Solution Cost 5
-Server + RHEL OS + Virtualization + ICP 

Cloud Native VPC Annual Subscription @ 

$250 per core per month x 36 months

$180,049
($25,932 + $10,117 + $144,000)

$321,019
($29,100 + $3,919 + $288,000)

Acme Air workload 1
Total Transactions per Second

- With 2 VM’s

36,566 tps 39,312 tps

TPS/K$ 203.1 tps/K$ 122.5 tps/K$

1.66X
Better Price-performance

43%
Lower solution 

costs

1.86X
per core 

performance

http://www-03.ibm.com/systems/power/hardware/linux-lc.html
https://www.synnexcorp.com/us/govsolv/pricing/


Power LC922 Server: Improved Price-Performance for Clients
Better Performance and Lower Cost running YCSB with MongoDB than tested Intel Xeon SP 
servers

1. Based on IBM internal testing of MongoDB 3.6.2 using YCSB workload,  Results valid as of 4/11/18 and conducted under laboratory condition with speculative execution controls to mitigate user-to-kernel and user-to-user side-channel attacks on both 

systems, individual results can vary based on workload size, use of storage subsystems & other conditions.

2. IBM Power LC922 (2x22-core/2.6 GHz/256 GB memory) using 2 x internal HDD, 10 GbE two-port, 1 x 16gbps FCA running 4VM’s of Mongo 3.6 and RHEL 7.5 LE for Power9, running 4 VM’s Mongo 3.6 and RHEL 7.5

3. Competitive stack: 2-socket Intel Xeon SP (Skylake) Gold 6150 (2x18-core/2.7 GHz/256 GB memory) using 2 x 300GB SATA 15K rpm  HDD, 10 GbE two-port, 1 x 16gbps FCA , running 3 VM’s Mongo 3.6 and RHEL 7.5

4. Pricing is based on Power LC922 http://www-03.ibm.com/systems/power/hardware/linux-lc.html and publicly available x86 pricing.

Intel Xeon SP Gold 6150
322,738 Ops/sec

3 VMs @ 107,579 ops/sec

Power LC922

472,927 Ops/sec
4 VMs @ 118,232 ops/sec

Power LC922

$21,878

Intel Xeon SP 

Gold 6150 server:

$30,587

28%
LOWER 

Price2,3,4

47%
MORE Performance1

Power LC922 Delivers

2X
Price-performance

+

http://www-03.ibm.com/systems/power/hardware/linux-lc.html
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The IBM Technical University Labs for 3.11

Part 1, L110483, install, 

deploy and start OpenShift 

all-in-one cluster

Part 2, L111795, Web 

Console Walkthrough, 

deploy a Ruby app
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3.11 Installation - Things to Know
Install Doc https://docs.openshift.com/container-platform/3.11/install/index.html  

Be sure to select the 

right version.

Many Sections here.  

Take time to read it all 

lightly before you start

https://docs.openshift.com/container-platform/3.11/install/index.html


•For POWER nodes, POWER cluster only, RHEL Server rpm install;  there is no "Atomic" install

•OpenShift on POWER, all masters and nodes share a network, on premise only

•You must use DNS; /etc/hosts will not be sufficient

•You need a wildcard in DNS forward zone, for your cluster.  It will help with external access / routing to containers you deploy
p201            IN A    10.31.193.201

*.app201.pvw.ibm.com.       300     IN A    10.31.193.201

*.cloud201.pvw.ibm.com.     300     IN A    10.31.193.201

14

3.11 Installation - Things to Know

Here p201 is your 

cluster address, with 

two different examples 

of * wildcard DNS 

entries.  

Later, when you deploy apps 

in OCP Web Console, you

specify a "route" to your app 

name, and the wildcard, e.g., 

ruby-ex.app201.pvw.ibm.com



• Just for sizing, to get started, my nodes are

Power8 LPARs

4 virtual processors

16GB memory

150GB LUN for root disk

90GB in /

Leaves some space for 20GB docker thinpool storage

RH7LE minimal image (7.5, 7.6, or 7.7)

• SELINUX enforcing is required on all nodes
# setenforce 1

# vi /etc/selinux/config (at the middle of file, make it SELINUX=enforcing)

# sestatus (verify Current mode, and config file, both show enforcing)

• Your hostname is fully qualified
# hostname
# hostname -f

15
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3.11 Installation - Things to Know

On your nodes, you'll use subscription-manager to register your Red Hat instance, and also enable repositories
For Power8 nodes
# subscription-manager repos \
--enable="rhel-7-for-power-le-rpms" \
--enable="rhel-7-for-power-le-extras-rpms" \
--enable="rhel-7-for-power-le-optional-rpms" \
--enable="rhel-7-server-ansible-2.6-for-power-le-rpms" \
--enable="rhel-7-server-for-power-le-rhscl-rpms" \
--enable="rhel-7-for-power-le-ose-3.11-rpms"

And for Power9 nodes
# subscription-manager repos \
--enable="rhel-7-for-power-9-rpms" \
--enable="rhel-7-for-power-9-extras-rpms" \
--enable="rhel-7-fpr-power-9-optional-rpms" \
--enable="rhel-7-server-ansible-2.6-for-power-9-rpms" \
--enable="rhel-7-server-for-power-9-rhscl-rpms" \
--enable="rhel-7-for-power-9-ose-3.11-rpms"
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• ssh public key from master to all masters and nodes; need ssh to all nodes without password
# ssh-keygen –t rsa –f ~/.ssh/id_rsa –P ''

# ssh-copy-id –i ~/.ssh/id_rsa.pub root@thisnode

# ssh-copy-id –i ~/.ssh/id_rsa.pub root@othernode1

# ssh-copy-id –i ~/.ssh/id_rsa.pub root@othernode2

...

# ssh date othernode1

• Some yum installs

• You may struggle a bit with the command /usr/bin/docker-storage-setup and the config file

/etc/sysconfig/docker-storage-setup.  Do the following instead:

• We will add the thinpool into the unused space of your root_vg physical volume

# lvcreate --wipesignatures y -n thinpool root_vg -L 19G

# lvcreate --wipesignatures y -n thinpoolmeta root_vg -L 300M

# lvconvert -y --zero n -c 512K --thinpool root_vg/thinpool --poolmetadata root_vg/thinpoolmeta

# lvs

LV       VG      Attr LSize Pool Origin Data%  Meta%  Move Log Cpy%Sync Convert

root     root_vg -wi-ao---- 100.70g

swap     root_vg -wi-a----- 8.00g

thinpool root_vg twi-a-t--- 19.00g             0.00   5.35
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• some edits to
/etc/lvm/profile/docker-thinpool.profile

/etc/docker/daemon.json

/etc/sysconfig/docker-storage

• # systemctl daemon-reload

# systemctl enable docker

# systemctl start docker

# systemctl is-active docker

# systemctl status docker

• Edits to the Inventory file, /etc/ansible/hosts

hosts.all-in-one example

hosts.multi example

• Have not full tested these

• Suggestion that compute nodes can be a mixture of docker and crio

• Suggestion that new masters can be added to a running cluster

• Uninstall

• Even with all software reposync'd onto my own network, I still needed my Red Hat developer login

in the hosts file:
oreg_auth_user=<your-red-hat-developer-login>

oreg_auth_password=<your-red-hat-developer-passwd>
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3.11 Installation - Things to Know

Don't type the

arrowheads



• Prereq playbook

#  time ansible-playbook -i /etc/ansible/hosts /usr/share/ansible/openshift-ansible/playbooks/prequisites.yml \

| tee ~/preq.txt 2>&1

...
skipping: [p147.pvw.ibm.com]

skipping: [p167.pvw.ibm.com]

skipping: [p207.pvw.ibm.com]

PLAY RECAP **************************************************************************************************

localhost                  : ok=11   changed=0    unreachable=0    failed=0

p145.pvw.ibm.com           : ok=82   changed=6    unreachable=0    failed=0

p146.pvw.ibm.com           : ok=59   changed=6    unreachable=0    failed=0

p147.pvw.ibm.com           : ok=59   changed=6    unreachable=0    failed=0

p165.pvw.ibm.com           : ok=64   changed=6    unreachable=0    failed=0

p167.pvw.ibm.com           : ok=59   changed=6    unreachable=0    failed=0

p205.pvw.ibm.com           : ok=64   changed=6    unreachable=0    failed=0

p206.pvw.ibm.com           : ok=59   changed=6    unreachable=0    failed=0

p207.pvw.ibm.com           : ok=59   changed=6    unreachable=0    failed=0

INSTALLER STATUS ********************************************************************************************

Initialization  : Complete (0:01:32)

real    8m29.998s

user    7m52.557s

sys     0m54.387s
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3.11 Installation - Things to Know

Look for zero fails



• Deploy playbook

#  time ansible-playbook -i /etc/ansible/hosts /usr/share/ansible/openshift-ansible/playbooks/deploy_cluster.yml \

| tee ~/deploy.txt 2>&1

...
TASK [Set Cluster Auto Scaler install 'Complete'] ****************************************************************************************

skipping: [p145.pvw.ibm.com]

PLAY RECAP *******************************************************************************************************************************

localhost                  : ok=11   changed=0    unreachable=0    failed=0

p145.pvw.ibm.com           : ok=699  changed=155  unreachable=0    failed=0

p146.pvw.ibm.com           : ok=125  changed=20   unreachable=0    failed=0

p147.pvw.ibm.com           : ok=125  changed=20   unreachable=0    failed=0

p165.pvw.ibm.com           : ok=277  changed=54   unreachable=0    failed=0

p166.pvw.ibm.com           : ok=132  changed=66   unreachable=0    failed=0

p167.pvw.ibm.com           : ok=125  changed=20   unreachable=0    failed=0

p205.pvw.ibm.com           : ok=277  changed=54   unreachable=0    failed=0

p206.pvw.ibm.com           : ok=125  changed=20   unreachable=0    failed=0

p207.pvw.ibm.com           : ok=125  changed=20   unreachable=0    failed=0

INSTALLER STATUS ************************************************************************************************************************

Initialization               : Complete (0:02:07)

Health Check                 : Complete (0:00:58)

Node Bootstrap Preparation   : Complete (0:11:12)

etcd Install                 : Complete (0:01:50)

Master Install               : Complete (0:10:21)

real    32m15.141s

user    26m58.294s

sys     2m23.482s                                                         Finally, browser into your cluster
https://your.ip.addr:8443 admin / admin
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3.11 Installation - Things to Know

Look for zero fails

https://your.ip.addr:8443/


My OpenShift 3.11 cluster
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master - etcd

p145 16GB 4VP

10.31.193.145

compute

p146

10.31.193.146

infra

p147

10.31.193.147

master - etcd

p165

10.31.193.165

compute - crio

p166

10.31.193.166

infra

p167

10.31.193.167

master - etcd

p205

10.31.193.205

compute

p206

10.31.193.206

infra

p207

10.31.193.207

• HMC managed, S8x2L machines, vSCSI SAN storage for these LPARs

• HA Config, 3 or 5 master nodes, 3 or 5 Infra nodes

S822L                                   S812L                                S822LB



Part 2 Demo - Build and Deploy Ruby App

22Group Name / DOC ID / Month XX, 2017 / © 2017 IBM Corporation
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If you don't have a github account, Sign up https://github.com

https://github.com/


Logged into github, go to public repository https://github.com/sclorg/ruby-ex

IBM Systems Technical University  © Copyright IBM Corporation 2019 24

Fork a copy to your own 

account.



OpenShift login problem?

IBM Systems Technical University  © Copyright IBM Corporation 2019 25

1) https://your.ip.addr:8443

admin / admin

If login attempt takes you 

here, hit this pull-down and 

select Service Catalog, and 

try the login again.

https://your.ip.addr:8443/


Back on OpenShift, Create a Project

IBM Systems Technical University  © Copyright IBM Corporation 2019 26

1) https://your.ip.addr:8443

admin / admin

2) Create Project

3) Fill in and 

hit Create

https://your.ip.addr:8443/


Open your project

IBM Systems Technical University  © Copyright IBM Corporation 2019 27

Your Service catalog 

shows your one 

project, click on it to 

open

Browse Catalog, 

down and to the right, 

click on the basic 

"Ruby" app



Ruby build

IBM Systems Technical University  © Copyright IBM Corporation 2019 28

"Information" on 

the Ruby app, hit 

Next lower right 

corner

1)Fill in Application Name

2) Your fork of ruby-ex in your github

account

3) advanced options



Ruby build advanced options

IBM Systems Technical University  © Copyright IBM Corporation 2019 29

1)The main thing you need here is a 

"Route" to your applications.

2) Each student has a unique wildcard in 

DNS for your hostname, e.g.,

p249.pvw.ibm.com uses

ruby-ex.app249.pvw.ibm.com

1) Uncheck webhook build trigger and 

uncheck Automatically build

2) You might have these on, if you had git 

server on your network, without firewall 

between it and OpenShift.  Every git commit 

could be automatically built and launched

Do NOT use appxxx here

Use the Routing Hostname 

from your tear strip



Ruby build advanced options
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1) Scrolling farther down 

advanced options, Autodeploy

is fine, and Scaling 1 Replica is 

fine.

2) At the very bottom of 

advanced options, label 

from your application 

name, and hit Create



Continue to Project Overview

IBM Systems Technical University  © Copyright IBM Corporation 2019 31

Continue to Project overview

1 app running in 1 Kubernetes pod

If you go from Applications to 

Builds, and hit Builds again

You can see your build 

status.  Click on the build 

itself



View Build Log

IBM Systems Technical University  © Copyright IBM Corporation 2019 32

View Log.  If you get here 

quick enough, you might 

see the log as it is written 

during the build



Browser to your Ruby app http://ruby-ex.appxxx.pvw.ibm.com
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In the pages ahead, lets take this farther:

1) git clone it to your RHEL command line

2) make modifications

3) git commit

4) git push back to your github account

5) Rebuild in OpenShift

6) Refresh the browser, see your changes

if you get here, Good Job!

https://ruby-ex.appxxx.pvw.ibm.com/


Suppress some noise with git commands, by adding content to /home/student/.gitconfig
$ git config --global user.name "Your Name"
$ git config --global user.email you@email.com
$ git config --global push.default matching

$ git clone https://github.com/yourgithubaccount/ruby-ex ./ruby-ex
$ cd ruby-ex

$ vi config.ru (When you edit here, search for "Welcome" twice, and that should bring you to
"Welcome to your Ruby application on OpenShift"  Change "your" to something
like "Joe's 2nd") save and quit

$ git commit -m "Joe 2nd" -a

$ git push https://github.com/yourgithubaccount/ruby-ex (answer prompt for user and password)

On the next page, go back to OpenShift, build again and allow Autodeploy again

PuTTY into RHEL   student / abcd1234
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You can use your real values 

here.  You will be pushing them 

back up to your exact github

account



OpenShift - rebuild
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You see your previous build was 

complete.  Click on it for details

And hit Start Build



OpenShift - rebuild

IBM Systems Technical University  © Copyright IBM Corporation 2019 36

You see your 2nd build completed

And Applications - Deployments 

shows you are running the 2nd

version



Browser refresh, and see your 2nd build deployed
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If you get a "jumbled" config

• Plan on "backing" everything off, and try again:

• Applications -> Routes – click on the route – Actions – Delete
Applications -> Services – click on the service – Actions – Delete
Applications – Deployments – click on the deployment – Actions – Delete
Builds – Builds – click on the build – Actions – Delete
Builds – Images – click on the image – Actions – Delete
Click on the Project – hit pulldown – View All Projects - ... menu – Delete Project

• What happens if you delete the pod?  The deployment starts are new pod.  You have to delete the 
deployment, not the pod(s)
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Kubernetes Fundamentals
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A container is the smallest compute unit

CONTAINER
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containers are created from 
container images

CONTAINER
CONTAINER

IMAGE

BINARY RUNTIME
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PODPOD

containers are wrapped in pods which are 
units of deployment and management

CONTAINER CONTAINERCONTAINER

IP: 
10.1.0.11

IP: 
10.1.0.55
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pods configuration is defined 
in a deployment

image name

replicas

labels

cpu

memory

storage

POD

CONTAINER

POD

CONTAINER

POD

CONTAINER

DEPLOYMENT
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projects isolate apps across environments, 
teams, groups and departments

POD

C

POD

C

POD

C

PAYMENT DEV

POD

C

POD

C

POD

C

PAYMENT PROD

POD

C

POD

C

POD

C

CATALOG

POD

C

POD

C

POD

C

INVENTORY

❌

❌❌



Kubernetes maintaining 
application health
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AUTO-HEALING FAILED PODS

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

C

C

RHEL

NODE

C

C

RED HAT
ENTERPRISE LINUX

MASTER

API/AUTHENTICATION

DATA STORE

SCHEDULER

HEALTH/SCALING

C
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AUTO-HEALING FAILED CONTAINERS

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

C

C

RHEL

NODE

C

C

RED HAT
ENTERPRISE LINUX

MASTER

API/AUTHENTICATION

DATA STORE

SCHEDULER

HEALTH/SCALING

C
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AUTO-HEALING FAILED CONTAINERS

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

C

C

RHEL

NODE

C

C

RED HAT
ENTERPRISE LINUX

MASTER

API/AUTHENTICATION

DATA STORE

SCHEDULER

HEALTH/SCALING

C



49

AUTO-HEALING FAILED CONTAINERS

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

RHEL

NODE

c

RHEL

NODE

C

C

RHEL

NODE

C

C

RED HAT
ENTERPRISE LINUX

MASTER

API/AUTHENTICATION

DATA STORE

SCHEDULER

HEALTH/SCALING

C
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AUTO-HEALING FAILED CONTAINERS

RHEL

NODE

RHEL

NODE

RHEL

NODE

RHEL

NODE

C

C

RHEL

NODE

C

C

c

RED HAT
ENTERPRISE LINUX

MASTER

API/AUTHENTICATION

DATA STORE

SCHEDULER

HEALTH/SCALING

C

c



• From Kubernetes

• Container Runtime Interface - Open Container Initiative compliant

• A lightweight, OCI-compliant container runtime

• Red Hat, Intel, IBM, SUSE and others contributing
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Minimal and Secure 
Architecture

Optimized for 
Kubernetes

Runs any OCI-compliant 
image (including docker)

OpenShift - optional runtime in OCP 3.11
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cri - containerd

from https://medium.com/@huimintai/run-ibm-cloud-private-on-cri-containerd-fb3d112fdca0

Also see https://www.ibm.com/support/knowledgecenter/en/SSBS6K_3.1.0/installing/setup_containerd.html

https://medium.com/@huimintai/run-ibm-cloud-private-on-cri-containerd-fb3d112fdca0
https://www.ibm.com/support/knowledgecenter/en/SSBS6K_3.1.0/installing/setup_containerd.html


My Current ICP 3.1.2 cluster
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master

p155 32GB 4VP

10.31.193.155

worker

p156

10.31.193.156

proxy

p157

10.31.193.157

master

p175

10.31.193.175

worker

p176

10.31.193.176

proxy

p177

10.31.193.177

master

p225

10.31.193.225

NFS, not clustered

p224

10.31.193.224

proxy

p227

10.31.193.227

• HMC managed, S8x2L machines, vSCSI SAN storage for these LPARs

• HA Config, 3 or 5 master nodes, 3 or 5 proxy nodes

• NFS – For HA config, /var/lib/registry, /var/lib/icp/audit, exported to the 3 masters

• P155 – Installation master /opt/icp310/cluster/hosts, /opt/icp310/cluster/config.yaml

S822L                                   S812L                                S822LB

worker

x86 / amd64

10.31.195.25


